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Since 2016, the Tour de CLARIN initiative has been periodically highlighting prominent
user involvement activities in the CLARIN network in order to increase the visibility

of its members, reveal the richness of the CLARIN landscape, and display the full range
of activities that show what CLARIN has to offer to researchers, teachers, students,
professionals and the general public interested in using and processing language

data in various forms. The initiative was initially conceived as a series of blog posts
published on the CLARIN webpage and disseminated through the CLARIN newsflash
and social media channels. In 2018, the results of the initiative were published in

a printed volume. Gradually, Tour de CLARIN has proven to be one of the flagship

user involvement initiatives by CLARIN ERIC, is highly valuable for our network and
incredibly popular with our readers. That is why the initiative has since been expanded
from presentations of the work carried out by national consortia to also feature the
work of CLARIN Knowledge Centres, which provide a physical or virtual place where
researchers, educators and developers alike can get cross-border access to knowledge

and expertise in specific areas.

As a reflection of the double focus, this second volume of Tour de CLARIN is organized
into two parts. In Part 1, we present the seven countries which have been featured
since November 2018, when the first volume was published: Estonia, Latvia, Denmark,
Italy, Slovenia, Hungary, and Bulgaria. In this part, each country is presented with

five chapters: an introduction to the consortium, their members and their work;

a description of one of their key resources; a presentation of an outstanding tool;

an account of a successful event for the researchers and students in their network; and
an interview with a renowned researcher from the digital humanities or social sciences

who has successfully used the consortium’s infrastructure in their research.

In Part 2, we present the work of the four Knowledge Centres that have been visited thus far:
the Knowledge Centre for Treebanking, the Knowledge Centre for the Languages of Sweden,
the TalkBank Knowledge Centre, and the Czech Knowledge Centre for Corpus Linguistics. In this
part, each K-centre is presented with two chapters: a presentation of what the K-centre offers
to researchers; and an interview with either a renowned researcher who has collaborated with
the K-centre or a leading developer who is part of the centre itself and who provided as with

valuable insight into what the centre offers.

This second volume would not have been possible without the contributions and dedication

of the national user involvement representatives and national coordinators: : Olga Gerassimenko
and Kadri Vider from Estonia, Ilze Auzina and Inguna Skadina from Latvia, Valeria Quochi and
Monica Monachini from Italy, Lene Offersgaard and Costanza Navarreta from Denmark, Nikola
Ljubesi¢ and Tomaz Erjavec from Slovenia, Réka Dodé and Tamas Varadi from Hungary, Petya
Osenova and Kiril Simov from Bulgaria. We are equally grateful for the contributions by the
Knowledge Centre coordinators: Koenraad De Smedt and Jan Haji¢ from the Knowledge Centre
for Treebanking, Rickard Domeij from the Knowledge Centre for the Languages of Sweden,
Brian MacWhinney from the TalkBank Knowledge Centre, and Michal Kfen from the Czech
Knowledge Centre for Corpus Linguistics. We would also like to thank all the researchers who
have kindly agreed to be interviewed for their time and invaluable insights: Marin Laak, Sanita
Reinsone, Beatrice Nava, Klaus Nielsen, Kaja Dobrovoljc, Noémi Vadasz, Aneta Nedyalkova,

Helge Dyvik, Susanne Nylund Skog, Nan Bernstein Ratner, and Ondfej Tichy.

Tour de CLARIN will continue to visit CLARIN member countries and K-centres

and present their success stories online as well as in future printed volumes.

Ljubljana, Slovenia
November 2019
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Introduction

Written by Kadri Vider
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The Estonian CLARIN consortium, officially called the Center RE

of Estonian Language Resources (CELR), is a founding member

of CLARIN ERIC." Itis a B-certified centre that involves four Estonian research
institutions - the University of Tartu, Tallinn University of Technology, Institute

of the Estonian Language and Estonian Literary Museum. The National Coordinator
of CLARIN ERIC in Estonia is Kadri Vider. Aleksei Kelli, an Estonian legal expert,

is the chair of the CLARIN Legal and Ethical Issues Committee (CLIC).

CELR provides access to Estonian language resources and language technology
software (dictionaries, text and speech corpora, language databases, language
software) for everyone working with digital language materials. The consortium

also coordinates and organizes the registration and archiving of the resources as well

as draws up necessary legal contracts and licences for different types of users.

The CELR LR META-SHARE registry currently contains 152 registered and published
records in Estonian as well as 24 other languages with VLO-harvestable metadata,
each of them having DataCite DOI. These comprise 59 lexical-conceptual resources,

66 corpora, 25 tools and services and two language descriptions. Among the

many resources provided by CELR are several monolingual as well as multilingual
dictionaries, such as the Dictionary of Standard Estonian and the dynamically updated

English-Estonian Machine Translation Dictionary, all of which can be queried online.

! https://keeleressursid.ee/en/

The language tools include text and speech processing services, such as the Android Newsreader,
which reads aloud the news articles in Estonian, and a comprehensive rule-based morphology
toolkit which consists of modules for syllabification, paradigm recognition, morphological

analysis and synthesis.

In addition to collecting, registering and archiving language resources, CELR also introduces

the resources to potential users. The most successful outreach events in recent years were the
workshops and tutorials about Estonian text corpora in KORP and lexical resources from the
Institute of Estonian Language. Through the promotion of KORP usage we have reached out

to the broader community of DH researchers in Estonia. Literary scholars have become interested
in data analysis methods in literary studies, which has resulted in a collaborative project whose
aim is to compile a corpus for literary studies. The collaboration is significant for the current stage
of Estonian DH data digitisation, which needs to become more machine-analysable so that
close-reading of digitised texts and a more sophisticated searching for tendencies in the bigger

data collections become possible for the DH scholars.

The centre is also involved in the National Programme for Estonian Language Technology,
whose aim to support the development of new language technologies for Estonian and associated
initiatives. CELR is responsible for archiving the outcomes of the projects and introducing the

resulting developments in language technology to the widest possible audience.
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The Estonian CLARIN team
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accessible.” The toolkit is a set of Python libraries that has been created following

the example of NLTK. It provides the following NLP components for the processing and

analysis of the Estonian language: tokenization, spelling correction, pronunciation

clues for stress and palatalization, the detection of paragraph, sentence and clause [ Ee et

boundaries, verb chain tagging (such as ‘oli ldinud tooma’ - ‘had gone to bring’), Figure 1: Using EStNLTK in a WebLicht workflow for morphological analysis

morphological synthesis, named entity recognition, and a WordNet module.

EstNLTK is open source and is available for Linux, MacOS and Windows. Anaconda packages PR e R

are available for researchers who want to use the toolchain as part of the Anaconda data text = Text('Maril oli vdike tall')
. L. . . . text.tag_syntax()
science distribution. EstNLTK can also be used as a docker image, which allows researchers f use EStCG instead

parser = VISLCG3Parser( vislcg cmd='C:\\cg3\\bin\\vislcg3.exe' )

to skip the installation process and access the toolchain directly from a web browser in : i :
text2 = Text( 'Maril oli vaike tall', syntactic parser=parser )

the Jupyter notebook (and copy any tutorials to work with). In addition to Python libraries, text2.tag_syntax()
parts of EstNLTK can also be accessed as a webservice, or a WebLicht service. d] w '
English word POS form MaltpP head EstCG head
The documentation that accompanies EstNLTK includes tutorials that cover several NLP 0 Mary — Maril S sg ad @suBy 1 apvi 2
1 had/was oli v s ROOT -1 REMV 0
tasks, from basic text operations such as finding base word forms (which is not very easy 2 little vaike A sgn @aN> 3 @aN> 4
3 lamb tall s sgn @PRD 1 @suBg 2

for a morphologically rich language such as Estonian) to more interesting tasks such

as mapping the time expressions, recognising named entities or querying the Estonian

WordNet and tagging words in text with their meanings and related synsets. Throughout Figure 2: Using the different integrated dependency syntax parsers

the years people have created several morphological and syntactic analysers for

Estonian, and EstNLTK has made an attempt to incorporate them all. To make it easier to Although the newer versions of EstNLTK allow researchers to choose among different tools in the

work with large text corpora, EstNLTK has a database module that integrates with Elastic language processing workflow, it is also possible to simply use the default options and get the

so you can use elasticsearch. There are also tutorials available on how to use the Estonian end results. As can be seen in Figure 2, the default option for dependency syntax is the statistical

Reference corpus or Wikipedia data in EStNLTK. MaltParser model. However, it is also possible to work with the rule-based Constraint Grammar

parser EstCG instead.
2 https://estnltk.github.io/estnltk/1.4.1/




Mark FiSel iitles , et Londoni lend , mis pidi t&na hommikul kell
4 : 30 Tallinna saabuma , hilineb mootori starteri rikke té&ttu
ning peaks Tallinna jdudma 661 vastu homset kell 02 : 20.

Mark Fisel iUitlema , et London lend , mis pidama t&na hommik kell
4 : 30 Tallinn saabuma , hilinema mootor starter rike tdttu ning
pidama Tallinn j&udma 66 vastu homne kell 02 : 20.

Times: ['2018-11-20T04:30', '2018-11-21T02:20"']
Names and locations:
named_entities named entity labels

0 Mark Fisel PER
1 London LoC
2 Tallinn LoC
3 Tallinn LOC

Figure 3: The NLP tasks performed by the EstNLTK toolkit - Part-of-Speech
tagging and Named Entity recognition

Figure 3 shows an example of the standard NLP tasks performed by EstNLTK. In this
example, the toolkit is applied to the sentence “Mark Fisel litles, et Londoni lend, mis pidi
tdna hommikul kell 4:30 Tallinna saabuma, hilineb mootori starteri rikke tottu ning peaks
Tallinna jéudma 66l vastu homset kell 02:20” (“Mark FiSel said that the flight from London,
which was scheduled to land to Tallinn today morning at 4:30, is late due to an engine
starter malfunction and is about to arrive to Tallinn tomorrow night at 02:00”). The text
formatting chosen here shows lemmas with annotation for persons (red), locations
(green), verbs (magenta), nouns (blue) and time expressions (underlined). The example

was run on 2018-11-20, so the time values were calculated with respect to that date.

EstNLTK is highly interoperable and is used in several widely used applications, such
as Feelingstream, which uses it in the processing of opinion mining, and the TEXTA
toolkit, which takes advantage of the morphological analysis and NER for text mining.
The toolkit is fairly robust, and it has also been used to work with non-contemporary
texts, such as communal court minute books from the late 19* century, which did not
follow modern spelling and were often written in local dialects. Kersti Lust from the
National Archives of Estonia, Kadri Muischnek from the chair of language technology
in University of Tartu and several of their colleagues worked together to make the
collection of almost 3,000 texts from 22 different parishes browsable by annotating

it with (standardised) lemmas and named entities, which makes it easier to study the
interactions between different people mentioned in the minutes. Although manual
correction is still needed, the automatic annotation worked very well, except for the
Southern Estonian dialects, which differ a lot from contemporary Estonian, even
syntactically.

EstNLTK has been developed under the NPELT programme by Sven Laur and colleagues.

Resource | The Place Names Database (KNAB)

Written by Peeter Pall and Kairi Tamuri

The Place Names Database of the Institute of the Estonian Language (KNAB) is a multilingual and
multiscriptual systematic database of geographical names covering Estonia and other countries.?
Its purpose is to facilitate the study and standardisation of geographical names by providing
information on their history and modern use. It has been planned as a linguistically oriented

database.

KNAB currently contains approximately 46,000 entries related to Estonia and 108,000 entries

related to other countries. Estonian geographical names include the following:

- street names;

- names of populated places;

- names of former manor houses;

- farm names (partially);

- names of administrative units (both modern and historic);

- names of natural features (rivers, lakes, islands, bogs, capes etc.).

The geographical names of other countries cover at least 1st-level administrative divisions of each
country, some autonomous administrative units of Russia (notably North Caucasus) and some
minority names from other parts of the world (e.g.. Basque, Tibetan, Welsh). KNAB also collects
exonyms or conventional foreign names from many languages of the world, which are also

published separately.

Please note that the database is not an authoritative source of official names in Estonia. While
some feature types (e.g. street names of Tallinn, names of populated places in Estonia) are fully
covered, others might not be. The official register of Estonian place names is maintained by the

Land Board of Estonia.

The database is continuously updated. By giving access to both modern and historic records,
the database provides researchers with the possibility to identify name forms across different
languages and study their diachronic development. Uniquely, the database also provides
geographical names in different scripts; besides Latin, there are names in Burmese, Chinese,
Cyrillic, Devanagari, Greek, Japanese, Mongolian, Tibetan and many other scripts, strictly

encoded according to Unicode. In the case of foreign names, it should be borne in mind that the

3 http://portaal.eki.ee/knab
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data often reflect the de facto situation in a given country, so the names do not always
correspond to the de iure status of certain regions. By contrast, country names follow

the international naming conventions.

The users of the database include editors, translators, researchers, geographers and
other specialists. The Estonian edition of the database (where the Estonian variants

of the place names are listed as keywords) is used for example by the Estonian
Wikipedia and the media when there is a need for more comprehensive listings than
those given by dictionaries. In the English edition of the database, preference is given
to local official names. The English data have been used in international research
projects, which required multilingual name variants. For instance, in the Named Entity
Recognition and Classification project of the Joint Research Centre of the European
Commission, Pouliquen et al. (2006) used KNAB to develop a tool that recognizes
geographical information in texts, which can be then visualized by tools such as Google
Earth.
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Figure 4: Visualizing geographical information provided by KNAB
in Google Earth with a tool developed by Pouliquen et al. (2006)

Reference:

Pouliquen, B., Kimler, M., Steinberger, R., Ignat, C., Oellinger, T., Blackler, K., Fluart, F.,
Zaghouani, W., Widiger, A., Forslund., A-C., and Best, C. 2006. Geocoding Multilingual Texts:
Recognition, Disambiguation and Visualisation. In Proceedings of the Fifth International
Conference on Language Resources and Evaluation (LREC’06), 53-58.

Event | Workshops at the Estonian
Digital Humanities Conference 2017

Written by Kadri Vider and Olga Gerassimenko

The Centre of Estonian Language Resources (CELR) actively reaches out to local researchers

in order to address the recent challenges in digital humanities, map out possible solutions

and offer personalized help. CELR specialists regularly offer workshops at a variety of events
and conferences that bring together digital humanists and computational experts. The

annual Estonian Digital Humanities conference, which is organized by multiple CELR partner
organizations (including the Estonian Society for Digital Humanities, Estonian Literary Museum,
Centre of Excellence in Estonian Studies and Wikimedia Estonia), is a key event attended by both
Estonian and European scholars in DH and a perfect place to address the challenging issues

related to the interaction of scholars within different fields.

At the 2017 conference “Open licences, open content, open data: tools for developing digital
humanities”, which took place between November 1 and 3 in 2017 at the Estonian National
Museum, Aleksei Kelli held the workshop “Copyright and cultural heritage”.” The workshop
focused on the interaction of intellectual property (IP) and cultural heritage, with special
attention given to copyright and related rights. Professor Kelli presented issues related to the free
use of heritage works by public archives, museums or libraries, quotation rights and the right to

use copyrighted materials for educational and research purposes.

Workshop participants were invited in advance to send a description of a (potentially) problematic
case in their research related to copyright. For instance, the attending etymologists and
folklorists raised the following issue related to the ambiguous legal nature of folklore. Although
folklore is not inherently copyrighted, the recordings of folk songs or the retellings of stories do
get protected under copyright law, in that the contributors who share folk stories or sing old

folk songs retain the rights to their performance. However, in many cases, such performances

are very old and often the folklorist who recorded them did not explicitly ask the contributors

for their consent, as there was no such legal requirement in the past. Consequently, it is often
unclear whether digitized collections of folklore can be made publicly available, although research

exceptions in copyright regulations make them available for academics.

4 https://dh.org.ee/events/dhe2017/programme/
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Aleksei Kelli leading
the workshop “Copyright
and Cultural Heritage”

Another workshop CELR presented at this conference was the hands-on
demonstration “Language annotation workflows in your browser” by Krista Liin.
Estonian and foreign participants could try annotating their texts in the workflow
managers Keeleliin (for Estonian) and Weblicht (built by CLARIN-D and available for
several European languages) and to learn the possibilities of automatic annotation
accessible through a web-browser and how to use the annotated texts in their
research. Such browser-driven annotation was welcomed by the participants,

all of whom worked with morphologically rich free word order languages such as
Estonian. After lemmatizing different Estonian texts (i.e., standard language data and
spoken language/data) with Keeleliin, participants created simple workflows and
experimented with Weblicht’s easy-mode chains for tokenising and parsing texts in
English or German. Some of the participants also familiarised themselves with the
open framework for interoperable NLP web services Galaxy, the multilingual text
similarity analysis system WebSty, some NLP and visualization tools in Textimager,

and UDpipe, a parsing pipeline for CONLL-U texts.

Interview | Marin Laak

Marin Laak is a senior researcher and principal investigator

of the Estonian Literary Museum. She was one of the developers
of the Estonian cultural history web portal “Kreutzwald’s Century”
that gives access to a vast amount of the language’s digitised

literary legacy.

Could you briefly tell us about your academic background?

<

I studied at the University of Tartu and got my bachelor’s degree in Estonian language and
literature and then obtained my M.A. and Ph.D. degrees in literary studies. | have always been
interested in collaboration with linguists, since | believe that literary studies are not possible
without paying close attention to the language, which is clearly both the material and the base
for the creation of literature. Throughout my career as a literary scholar | have been interested
in large content-based models and literary environments, which | explored in my doctoral
dissertation called “Non-linear Models of Literary History: The Problems of Text and Context

in the Digital Environment”. | worked on the first Estonian project that developed a hyper-text
environment which linked various types of texts together. While the links were created manually
at first, in the next project we developed software to generate them automatically, which required
close work with the textual resources. The issue of accessibility and usability in a wide range

of scientific and educational purposes has always been one of my priorities. In this sense, the
collaboration with the Estonian CLARIN consortium has been a dream project for me.

>
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How did you get involved with the Estonian CLARIN consortium?

<

The Estonian Literary Museum has been a member of the Estonian CLARIN consortium
since 2016 and they have always supported my research. Together we have created a
small and efficient working group that is developing the first tagged literary corpus
for Estonian. | am very grateful to the team and the synergy that we have established
working together. | have been involved in the Digital Humanities since 1997 when my
old friend Neeme Kahusk (now a member of the CLARIN Estonia staff) advised me to
participate in the call for the Tiigrihilipe (Est. Tiger’s Leap) project proposals. This was
an initiative of the Estonian government that started in 1997 and heavily invested
into the development and expansion of computer skills and network infrastructures
in Estonia, with a particular emphasis on education. | was then the only non-linguist
in the team, and in a couple of years we put together an extensive corpus of literary
criticism texts, which was linked with textual interconnections to a larger hypertext

network.

Having observed the work of linguists since the 1990s, | have witnessed a huge
qualitative leap in their research. The potential of textual resources that are tagged
morphologically and syntactically has grown significantly, and has led to countless
new possibilities for contextual research. For this reason, | believe that computational
linguists should strive to make their tools more helpful and user-friendly for literary
scholars. To make this possible, we first need to overcome the challenges set by the
diachronic changes of language.

>

You are one of the authors of the Estonian cultural history web portal
Kreutzwald’s Century. Why is this portal important for Digital Humanities
in Estonia?

<

Kreutzwald’s Century is a unique project that is named after a literary exhibition
dedicated to the cultural legacy of the Estonian writer and publicist Friedrich Reinhold
Kreutzwald.® The portal was created as a non-linear environment model for new
literary history studies and is actually the starting point of the digitisation of all the
books ever published in Estonian. It is an immense leap forward in the context of the

massive digitisation of cultural legacy that is taking place nowadays. Currently,

5 http://www.folklore.ee/dh/en/dhe_2013/mikkel_laak/

the portal gives access to 268 author biographies, more than 10,000 photos and more than 2,000
event descriptions based on newspaper material. More than 300 older fictional works in Estonian
are accessible in the e-pub format, and the publicly available text corpora contain 13,808 pages
or 24,859,487 characters. The portal is widely used in education: in 2018, we registered around a
million clicks monthly (which is almost comparable to the Estonian population, which is slightly
over a million people) and around 2,000 unique visitors. We have manually controlled and
corrected the optical character recognition (in spite of the large amount of work this entailed).
As aresult, the portal is the biggest and most accurate literary textual resource portal in Estonia.
>

How can corpus linguistics be applied to the research of cultural and literary
history? Why is textual annotation relevant for literary studies?

How does CLARIN Estonia help researchers in non-technical fields like literary
theory to apply computational methodologies?

<

With the support of the Estonian government, all types of cultural legacy (printed books,
archival documents, etc.) are being massively digitised and made accessible as open data.
Consequently, the quantity of texts is becoming exponentially larger and larger. However, the
methods that literary scholars use are still the same as those from decades ago - they are mostly
based on close reading, which is a time-consuming method with a narrow focus and a lot of
limitations for large-scope research. It is not a local problem, as | see the same tendencies at the
international level. Literary scholars worldwide already have access to large amounts of data
and create new resources themselves, but our vision for textual resources and the possibilities
of their usage has not yet reached the level of computer linguists. Linguists have worked with
morphologically, syntactically and even semantically tagged resources for decades, and have
developed new annotation layers and new research methods to meet new opportunities. That

is exactly the challenge literary scholars are facing now. We need to work out proper annotation
layers and tagsets to address the content-driven research questions that are in our focus. We
need to address the challenges of having simultaneous access to large collections of data where
we can, by relying on linguistic information, trace the connections between texts and authors,
the developments of literary means, changes in poetics, and so forth. We need the expertise of
linguists to develop the theory and practice of annotation. At the same time, we need to learn how
to pose new research questions and solve research problems in literary studies and humanities in
the digital framework. We already strive to make the materials we work with broadly accessible,
and our next step is to enhance their quality for scientific usage.

>
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Could you describe how the Estonian Literary Museum collaborates with
CLARIN Estonia on the digitization of textual cultural heritage and its
transformation into machine-readable research data?

<

As a pilot project, we have put together a morphologically tagged corpus out of
approximately thousand pages of handwritten letters by two Estonian writers,
Johannes Semper and Johannes Barbarus, from 1910 to 1940. The corpus is publicly
available via the Estonian interface of the corpus query system KORP. Our work is
described in our DHN2019 paper, titled “Literary Studies Meet Corpus Linguistics:
Estonian Pilot Project of Private Letters in KORP” (authors Marin Laak and Kaarel Veskis
from Estonian Literary Museum; Olga Gerassimenko, Neeme Kahusk and Kadri Vider
from the University of Tartu). We are going to use this corpus to test the possibilities
that linguistic annotation opens for the studies of literary content and literary history.
Together with our international colleagues, we will discuss how research questions

in literary studies relate to KORP collections and the possible adaptations of KORP
functionalities for literary scholars at DHN2019, as well as at the Research Data and

Humanities conference in 2019.

Estonia is expecting an explosive growth of digital heritage and textual resources.
Preparations for massive digitisation of cultural heritage started in 2018 as part of
the national programme, and the creation of different digital resources is the current

priority of Estonian memory institutions.

Additionally, our institution already has a lot of digitised
contemporary data for life-writing studies. The crucial question
for us is how to bridge the gap between the research possibilities
offered by contemporary language technologies on the one hand
and the ever-increasing volumes of texts and other digital data
produced by memory institutions on the other. We therefore need
to rethink the approach to defining the empirical object in literary
studies in general and proposing new research questions. The
ability to compare text strategies, rhetorical and stylistic patterns
in literary, religious and political text corpora should give us new
insights into the way ideology, rhetoric and identity presentations

interact.

To do this, we have to learn to search for not only linguistic patterns but

for the cultural threads in literary texts. Such threads show how ideas and
thoughts travel from one text to another and from one period to the next. We
need to unite the expertise of literary scholars, linguists and computational
experts to make this possible, and we need to organize our textual resources
wisely according to their genre, creation period and other metadata.

Thankfully, the Estonian CLARIN centre offers the needed expertise for transforming our data into
valuable and reliable text resources, which was already achieved in the case of the Kreutzwald’s

Century materials and is currently taking place with the Corpus of Estonian Literary Criticism.

My collaboration with CLARIN Estonia is a continuation of my work in the European Union East
project CULTOS: Cultural Units of Learning Tools and Services. | lead the project “Formal and
informal networks of literature based on sources of cultural history” and | believe that the new
technical opportunities offered by the consortium are helping us advance our research. Our
interdisciplinary practical work, which has involved the preparation of a literary corpus for KORP,
has been a synergetic team effort, and | have the best hopes for our future work together.

>

Are there any tools and resources provided by the Estonian consortium

that you use in your work and you would like to single out as inspiring for other
Digital Humanities researchers?

<

The tool I am currently fascinated by is the corpus query system KORP. We learned a lot about the
KORP functionalities, such as flexible search options and statistics. We would love to promote the
research possibilities with KORP among our colleagues and adapt KORP functionalities for literary
studies. | would love to work on the further development of KORP together with the international
community.

>

In your opinion, how can research infrastructures like CLARIN help museums

(staff and visitors alike)?

<

The Estonian Literary Museum is not really a visitor-type museum; rather, it functions as a leading
memory institution and research centre. Along with the Centre of Excellence in Estonian Studies,
we will benefit from our partnership with CLARIN by being able to rely on CLARIN’s ability to
create, maintain and enhance the usability of data collections.

>
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Introduction

Written by Inguna Skadina

Latvia joined CLARIN ERIC in June 2016. The national coordinator of CLARIN Latvia is
Inguna Skadina, the user involvement activities are led by Ilze Auzina, while Roberts
Dargis is involved in the Centre Committee.® The coordinating centre of CLARIN Latvia
is the Artificial Intelligence Laboratory of the Institute of Mathematics and Computer
Science, University of Latvia. The laboratory has been conducting research on

natural language processing and has provided access to different language resources,
including corpora and lexicons (e.g. tezaurs.lv), for almost 30 years. Prominent corpora
offered by CLARIN Latvia, most of which are available through online concordancers

like noSketchEngine, include:

- the LKV2018, a morphologically annotated 10-million-word corpus of modern Latvian;
- Senie, a 900-word-corpus of Latvian texts from the 16th to the 18 centuries; and

- Saeima, a corpus of parliamentary data.

CLARIN Latvia has participated in long-term national and international cooperation
with different research organisations on language resource creation and maintenance -
for instance, experts from the Lithuanian consortium and CLARIN Latvia have together
developed LilLa, a parallel corpus of Latvian and Lithuanian. The centre also cooperates
with companies in different projects on Latvian language processing tasks. To involve

Digital Humanities and Social Sciences researchers, CLARIN Latvia organises practical

& http://clarin.lv/lv/

workshops aimed at introducing its language corpora. In April 2018, a seminar was hosted that
focused on LKV2018, the balanced corpus of Modern Latvian Texts. The participants of the
workshop were linguists who were introduced different usage scenarios of corpus in language

studies.

The Latvian CLARIN consortium has not yet been officially established.

However, during the preparatory phase of CLARIN (FP7 project), potential partners have been
identified. These include providers of language resources and tools, researchers and students
from the humanities and social sciences, public and government organisations and companies.
The institutions that expressed interest in the CLARIN research infrastructure include universities
and higher education establishments (University of Latvia (UL), Riga Stradin$ University,

Liepaja University, Daugavpils University, Ventspils University College and Rézekne Academy of
Technologies), research institutes (Latvian Language institute (UL), Institute of Literature, Folklore
and Art (UL) and Institute of Mathematics and Computer Science (UL)), National Library of Latvia,
State Language Commission, Latvian Language agency, State Language Centre and companies -
Tilde and LETA.

The activities of CLARIN Latvia are supported through the European Structural Funds project
“University of Latvia and its institutes in European research space - excellence, activity, mobility

and capacity” (No. 1.1.1.5/18/1/016).

Members of the Artificial Intelligence Laboratory at a brainstorming session
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Tool | NLP-PIPE

Written by Artlirs Znotins

Working with large volumes of texts usually requires multiple linguistic annotation
steps which are increasingly difficult to integrate if they are based on different
technologies. NLP-PIPE is a modular toolchain that allows researchers to combine
multiple natural language processing tools in a unified framework. It provides

the gluing code that is used to combine tools even if they are written in different
programming languages and rely on conflicting library versions. It was created to
make NLP technology more accessible to linguists, and to make new tool creation and

integration easier for researchers and software developers.

NLP-PIPE supports a wide range of annotation services for Latvian, including
tokenization, morphological tagging, lemmatization, universal dependency parsing,
and named entity recognition. The easiest way to start using the toolchain is via the
on-line demo version. In the web based interface, a user simply selects the required
processing tools and inputs the text they want to annotate. The results can then be

viewed either directly on the website (see Figure 5) or exported in several formats.

The NLP-PIPE web interface has been successfully used to perform named entity
recognition on autobiographical texts, as well as to extract person mentions from

an archive of photo descriptions. NLP-PIPE has also been used by CLARIN Latvia to
create a multilayer corpus for Full-Stack natural language understanding (NLU), which
is of crucial importance for advancing machine reading comprehension. The tool also
allows post-editing of the annotation results, which helps to create reliable training

datasets.

NLP-PIPE is developed at the Institute of Mathematics and Computer Science at

University of Latvia and can be freely used for non-commercial purposes from GitHub.

For more details on the NLP-PIPE, see Znotins and Cirule (2018) and Gruzitis and
Znotins (2018).
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Figure 5: NLP-PIPE applied to the sentence “In this school year Marisa Butnere from America was
studying in the 8th grade of Aizkraukle County gymnasium.” The results of the annotation process are
displayed in the CONLL-U format with standardized columns. The XPOSTAG column corresponds to the
Latvian morphological tagset based on the MULTEXT-East format. For example, the npfsg5 tags for the
proper noun Aizkraukles in the fourth row translates to n - noun, p - proper, f - feminine, s - singular,

g - genitive case, 5 - 5th declension. The results of the Named Entity recognition are visualised with
highlighted text spans.
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Resource | Latvian FrameNet

Written by Normunds Gruzitis

The Latvian FrameNet-annotated text corpus is a balanced, multi-layered corpus that
shows how words are used and what they mean. In natural language processing, it

is used in applications such as information extraction, machine translation, event
recognition, and sentiment analysis, while in linguistics it can be used as a valence
dictionary that shows the combinatorial properties of vocabulary. Latvian FrameNet

is being created within a larger industry-driven R&D project by the Institute of
Mathematics and Computer Science at University of Latvia (IMCS UL) and the national
news agency LETA (Grazitis et al. 2018), which relies on natural language understanding
and information extraction technologies for efficient and innovative media monitoring
and content production. It is the corpus with the most annotation layers in the
repository CLARIN Latvia. It is well suited for this as it is anchored in several cross-

lingual syntactic and semantic representations:

» Universal Dependencies (Nivre et al. 2016), which provide the framework for the
syntactic parsing of the corpus;

» FrameNet (Fillmore et al. 2003), a human- and machine-readable lexical inventory
based on frame semantics for semantic role labelling;

« PropBank (Palmer et al. 2005), which provides basic predicate-argument relations
such as thematic roles (e.g., agent, patient, recipient, theme, etc.);

» Abstract Meaning Representation (Banarescu et al. 2013), which are graph
representations of “who is doing what to whom” in a sentence;

« auxiliary layers for named entity and coreference annotation.

Latvian FrameNet is annotated according to the latest frame inventory of Berkeley
FrameNet on top of the underlying UD layer, using the CLARIN-D annotation tool
WebAnno (Eckart de Castilho et al. 2016). Thus, the annotation of frames and frame
elements is guided by the dependency structure of a sentence. Currently, Latvian
FrameNet consists of 7,581 annotation sets (frame instances) which cover 454
different semantic frames and 834 different target verbs (lexemes), making 1,580

lexical units (LU).

- -Direction- {rOp
T -advmod Y}

Jasmine aiziet pie loga un skatas ara

Figure 6: Latvian FrameNet annotation

The figure above shows how the Latvian variant of the sentence Jasmine goes to the window and
looks outside is annotated with frame semantic labels and relations. This sentence consists of
two coordinated clauses that share the same grammatical subject. The verb aiziet (‘go’) in the
first clause is labelled with the semantic frame self_motion (triggered by this particular context),
while the verb skatities (‘look’) in the second evokes the frame Perception_active. Since the frame

semantics are built on top of the underlying syntactic dependencies, the noun Jasmine gets

specified with the relations Self-mover and Perceiver_agent, which are connected to the two verbs.

The dataset is available on GitHub. By the end of the project, CLARIN Latvia expects to double the
size of the Latvian FrameNet corpus. The overall aim is to acquire a balanced and representative
medium-sized multilayer corpus: around 10,000 sentences annotated at all the above-mentioned
layers, including FrameNet. To ensure that the corpus is balanced not only in terms of text genres
and writing styles but also in terms of LUs, a fundamental design decision is that the text unit is
an isolated paragraph. Paragraphs were manually selected from a balanced 10-million-word text
corpus: 60% news, 20% fiction, 7% academic texts, 6% legal texts, 5% spoken language, and 2%
miscellaneous. As for the LUs, the goal is to cover at least 1,000 most frequently occurring verbs,

calculated from the 10-million-word corpus.
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Event | Tools and Resources for Digital
Humanities Research Seminar

Written by llze Auzina

The seminar Tools and Resources for Digital Humanities Research was organised by the staff

of the Artificial Intelligence Laboratory (AlLab) of the Institute of Mathematics and Computer
Sciences, University of Latvia to showcase the language tools and resources developed at AlLab.
The seminar took place on February 1,2018 and brought together a wide range of humanities
researchers, including philologists, journalists, political scientists, translators, librarians,
historians and other representatives of the Humanities and Social Sciences. Among the audience
were both students and experienced researchers who wanted to find out what tools were
available for the analysis and processing of Latvian texts and how to use corpus linguistics

methods, for example, in Literary Studies.

. FEBRUARIS PLKST. 14.00-16.00
U MIL RAINA BULVARIS 29, 413. AUD.

Normunds Grazitis opening the seminar

During the workshop, CLARIN national coordinator Inguna Skadina introduced the attendees to
CLARIN and outlined the plans to establish the CLARIN infrastructure in Latvia. Although CLARIN
was already actively promoted during the preparatory phase, which ended in 2012, this seminar
was the first event in which CLARIN Latvia was presented to a wider audience after Latvia joined
CLARIN ERIC. The participants were introduced to the national and international aims of CLARIN,

and invited to actively participate in the creation of the CLARIN network of expertise in Latvia.
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Inguna Skadina introducing CLARIN

Other speakers presented the tools, resources and research projects which are to
serve as the backbone of CLARIN Latvia. Artlirs Znotins and Péteris Paikens presented
different types of text analysis, such as lexical, semantic and sentiment analysis, and
the tools available for such analyses. Baiba Saulite and Ilze Auzina introduced the on-
going project Full Stack of Language Resources for Natural Language Understanding and
Generation in Latvian. The project aims to create multi-layered semantically annotated
language resources for Latvian, anchored in the widely acknowledged multilingual
representations of lexico-grammatical relations, such as PropBank, FrameNet and
Universal Dependencies, and showcase their use by developing an advanced Latvian
abstractive text summarizer to be evaluated on the media monitoring use case.
Roberts Dargis introduced the corpora developed at AlLab and demonstrated their
use for digital humanities research. Finally, Ilmars Poikans turned to methods

and tools for digitizing language and history materials.

The audience at the Lavtian Tools and Resources for DH research seminar

The workshop attracted so much interest that not everyone had the chance to participate:

the maximum number of participants was 50, but nearly 100 people signed up for the seminar.
The great number of participants from diverse research backgrounds showed that there is much
interest in the use of language tools and resources among Latvian researchers. What is more, after
the seminar several participants registered for the master’s course Introduction to Computational
Linguistics, taught at the Faculty of Humanities, University of Latvia. In addition, experts from
CLARIN Latvia discussed possible opportunities for collaboration with political scientists from

Riga Stradins University and translational scientists from Ventspils University of Applied Sciences.
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Interview | Sanita Reinsone

Sanita Reinsone is a leading
researcher at the Institute of
Literature, Folklore and Art
at the University of Latvia.

Please describe your research background. What sparked your interest
in Digital Humanities?

<

I work at the Institute of Literature, Folklore and Art at the University of Latvia, where
| research life writing, oral history and digital participatory practices. | hold a PhD in
philology, which | obtained in 2012 from the University of Latvia. | am leading several
Digital Humanities and Cultural Heritage initiatives at the Institute. This gives me the
opportunity to collaborate with passionate and talented researchers from diverse
fields, such as folkloristics, literary studies, music and theatre research, as well as
history and linguistics. Concretely, my work mainly involves the development and
curation of different crowdsourcing initiatives within Digital Humanities and Cultural

Heritage.

| became interested in digital approaches to the humanities when | was a first-year
philology student and started working at the Artificial Intelligence Laboratory of
the Institute of Mathematics and Computer Sciences at the University of Latvia,
the same team which is now heading CLARIN Latvia, where the creation of some of
the first Latvian corpora was already underway at the time. | helped with digitizing

Latvian literary classics and folklore publications, from which I learned how digital

methods can be used in the study of cultural heritage. This experience served as a foundational
background for my future research at the Archives of Latvian Folklore (part of the Institute of
Literature, Folklore and Art), since digital methodologies were not taught at the University

at that time.

>

You are a leading researcher at the Institute of Literature, Folklore and Art at the
University of Latvia. What does it mean to apply a Digital Humanities approach

to folklore? Could you give a concrete example of how folklore studies can be
complemented by such an approach?

<

Adigital approach to folklore collections essentially means that we are able to work with tools
that can automatically analyse unstructured collections and provide new ways of visualizing,
indexing and classifying the texts and other types of folklore material. Implementing such an
approach has greatly sped up the initial process of collecting and sorting the data, which in

our field are very diverse in terms of the type of material. It is now easier than ever to answer
complex research questions, as computation tools allow us to examine textual and stylistic
variation observed in different periods and dialects or the geographical distribution of vernacular
expressions in a precise and very time efficient manner. This has only become possible now that
our digitized folklore texts are enriched with metadata such as geographical information and

interlinked with other materials in the Archives, such as photographs and sound recordings.

For instance, Sandis Laime, who is a post-doctoral researcher at the Archives, has used
geospatial analysis tools to examine the geographical distribution of legends related to witches
and witchcraft in Latvia. His research turned out to be of crucial importance for the better
understanding of the historical aspects of the tradition as well. Before he started working on this
topic, an opinion existed that witchcraft beliefs were more or less uniform in the whole country
and did not differ much from the European tradition. However, Sandis was able to prove, by
using digital methods, that the Latvian witchcraft belief system is not at all as homogeneous as
previously believed. Along with the character of the diabolized witch, which was present in most

parts of Latvian at the turn of the 20% century, he was able to determine several conservative

areas in the peripheral regions of the country which were not influenced by Christian demonology.

Finally, the geographical aspect of the research turned out to be historically significant.
>
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How does the collection, processing, analysis and archiving of research
material in folklore differ from other DH disciplines? What are the main
obstacles with respect to the technologies applied to your material?

How could CLARIN be of help in this respect?

<

Since 2000, my research has mostly focused on oral history. Related to this, together
with my colleagues I've recently launched an initiative at the Archives to create the
Autobiography Collection, which consists of written diaries, memories and life stories.
Such materials are relatively unstudied phenomena, at least in comparison to oral life
stories. They provide a very personal insight into the lives of ordinary people and a
direct perception of a historical event, especially since these texts are not written and
edited by professional biographers. There are often spelling mistakes, for example,
but this just means that we’re dealing with pure, unaltered text that provides a unique
and often colourful perspective. The textual materials of the Autobiography Collection
are very diverse, possibly more so than in other disciplines. Life writing texts such as
diaries are often accompanied by additional contextual materials such as photographs

and audio interviews with the authors or contributors.

In general, the Archives of Latvian Folklore hold a lot of the dialectal speech, and

the quality of older sound recordings often isn’t the best, which is then a problem

for speech-to-text transcription software. The archiving of the material is also very
challenging because of its diversity, so we are planning on future collaboration with
the Latvian CLARIN consortium to streamline the collection and digitization process.
Additionally, vernacular expressions are often used on social media these days - in a
way, such informal language is a type of modern folklore - and | believe CLARIN could
provide us with help to mine such data.

>

Does your Institute collaborate with the Latvian CLARIN consortium in the
digitization of folklore and the curation of digital folklore archives?

<

We collaborate with CLARIN Latvia at two levels. The first, of course, is the personal
level, which means that we often consult with their experts on how to use a specific
language tool or resource. The second, which | think is crucial, is the institutional level.
This involves communication on how to improve our Archives’ infrastructure and align

it with CLARIN standards.

At the Archives, we are currently creating a corpus of life writing. First, however, we have to

reach out to the general public and get in touch with museums and other archives in order to get
the materials. In relation to such outreach, we already have close cooperation with the CLARIN
Latvian team, as we have successfully organized several awareness raising and knowledge
sharing events for researchers and students of the Humanities and Social Sciences. | see that
such educational initiatives are appreciated and very much needed, since they provide direct
showcases on how language tools and resources can be applied within qualitative research and
bridge the gap between computational experts and Humanities and Social Sciences researchers.
For instance, one such successful event was a Digital Humanities workshop which members of our
Institute and the National Library of Latvia organized together with CLARIN Latvia. The interest
was unexpectedly high, and we couldn’t provide enough seats for everyone who wanted to

attend.

For the future, we very much look forward to incorporating some of CLARIN Latvia’s automated
services for language processing at the Archives. We especially want to implement their tools
for speech-to-text transcription and the automatic annotation of spoken data, since conducting
interviews with informants can be a very laborious process if you have to do the transcriptions
by hand. I would also appreciate an automatic image annotator, given the very large number of
photographs in the Archives.

>

Your Institute has also been successfully involved in crowdsourcing. Could you
please describe this? Why is crowdsourcing important for Digital Humanities?

<

The crowdsourcing initiative began five years ago, when we set up our Archives’ online repository.
We were faced with a very large number of handwritten manuscripts that were not yet converted
to a computer-readable format. Since we wanted the Archives to be not only openly accessible,
but also involved with the general public, we decided to reach out and find volunteers who would

be willing to transcribe the manuscripts, which were made available on the platform.

In the first year, the volunteers managed to transcribe around 1,000 handwritten pages. This
wasn’t a very large number, but at that point we had not yet managed to fully promote the
initiative, since we were mostly focusing on the further development and maintenance of the
repository. Soon after, we started collaborating with the Latvian branch of UNESCO, and together
we launched a special outreach campaign with which we invited schoolchildren to participate in
transcribing the handwritten texts. It was a wonderful experience that lasted for a little more than

two months. During this relatively short period, schoolchildren managed to transcribe around
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15,000 pages which is a lot of text, especially in comparison to the first round. This
inspired us to continue with the initiative, which gradually built an active community of
transcribers who are passionate about our materials. They regularly communicate with
us and send helpful suggestions for potential future implementations to the Archives.
A concrete result of our collaboration with the transcribers is that we managed to
establish a new and improved online platform for transcription which is very user
friendly and minimises the need for technical knowledge - the volunteers only need to
login, select one of the 10 languages that the manuscripts are in, and then immediately
begin transcribing one of the manuscript pages. There is also an option to add

comments to the text, which further solidifies our collaboration.

I think the reason as to why this crowdsourcing initiative has been a success is the
fact that many people take pride in their local lore. Perhaps what’s important here

is that folklore does not only encompass such genres as folk tales, legends and folk
songs; it also includes a lot of regional knowledge and memories of the old ways of life
and traditions in rural areas that are disappearing from the modern world. Hence the

reason why many people are so willing to engage with our materials.

In addition, we have recently started several other crowdsourcing initiatives. For
instance, a children’s poetry reading campaign, in which we invited the public to add

to the database of Latvian literature by reading poems out loud, recording their voices
for the enjoyment of future generations and for research. The poetry chosen for this
project was written at least one hundred years ago by well-known poets, loved by
many generations, and also lesser-known poets worthy of attention. This initiative,
which was also supported by the National Library of Latvia, was very successful in

that it basically led to the creation of a speech corpus of poetry, which we now use to
study the different ways in which poetry is read; that is, the different manners, and thus
whether it is recited or sung, and so forth. Another initiative, which will be launched

on 15 February, is called Sing with the Archives, with which we aim to popularize the
musical recordings of the Archives and to collect modern musical versions that will be
performed by the participants. Additionally, a campaign called Contemporary Calendar
invites the public to record their special calendar events and thus help researchers to
study the contemporary ritual year.

>

How can research infrastructures such as CLARIN benefit from crowdsourcing?

<

| believe that CLARIN-related research could also be complemented by crowdsourcing, especially
ifitinvolves, for instance, building a spoken language corpus. In order to ensure that such a
corpus is representative of the spoken language, it should also contain dialect samples. | think it
wouldn’t be too difficult to motivate people to provide their own recordings, given that a person’s
dialect is part of his or her personal identity, much in the same way as history and folklore

are. What’s crucial, though, is that CLARIN should focus on making their tools, platforms and
interfaces as user-friendly as possible, which means that CLARIN experts should actively engage
with the external community, be they established researchers or passionate amateurs, and try

to meet their needs and expectations. As the success of our own crowdsourcing initiative shows,
communication from both sides goes a long way to establishing fruitful cooperation.

>

How are the Digital Humanities represented in Latvian research institutions

and universities?

<

Digital Humanities in Latvia are fairly new. Although computational linguistics has quite a long
tradition in Latvia, other disciplines have only recently started to adopt digital methods. I think
that crucial to its promotion in our country is the digitalhumanities.lv initiative, which involves
voluntary collaboration among research institutions like our Archives and CLARIN Latvia. The
initiative is currently organizing the 2019 Baltic Summer School of Digital Humanities. In 2018,
Riga Technical University launched the first master’s programme in Digital Humanities, which
has turned out to be quite popular among students. In addition, the Faculty of Humanities at
the University of Latvia has started to offer foundational courses in Digital Humanities, which
often get filled to full capacity. Generally, | think the younger generation is keen on learning how
to apply digital methodologies in their work or use them in their studies, even if they come from

traditionally non-digital fields like history or philology.

For the future, we plan on further collaborating with other Latvian research institutes like
Riga Technical University and the National Library of Latvia to promote Digital Humanities,
computational linguistics and computational folkloristics in Latvian Universities, and plan on
including additional subjects in school curricula.

>
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How in your opinion could CLARIN Latvia help promote computational
methods and the use of research infrastructures in traditional fields such
as your own (i.e., folklore studies)?

<

I think educational activities should be a major priority for Saja macibu gada Aizkraukles novada gimnazijas 8. klasé macij
CLARIN Latvia at this stage, as this is the most efficient way

for experienced and novice researchers to learn how to Go tokenizer X  morpho X  parser X  ner X
integrate the CLARIN infrastructure in their own work.

What is more, such activities can also spark new collaboration INDEX FORM LEMMA UPOSTAG XPOSTAG FEA
opportunities among researchers from different disciplines.

#text=Saja macibu gada‘Aizkraukles novada gimnazijas 8. klasé macTjas Mari

Another important topic on CLARIN’s agenda, in my opinion,

should be copyright issues. For example, many of the materials L S"’Eja_ Sis_ B DET pd3msin Skaitlis:Vienska 3
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. . . . L novada novads NOUN ncmsg1 Skaitlis=Vienska 6
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]: ‘ A ‘ Y * ‘_ > CLARIN-IT has established two national centres: ILC4CLARIN, which is hosted by the Institute for
j Lemma (*): acassial
‘ ' Computational Linguistics “A. Zampolli” in Pisa and is a B-certified repository that has been active

Part of Speech: ‘ noun

since 2016, and ERCC, which is hosted by EURAC Research in Bozen and is currently a C-certified
repository that has been active since 2018 and aims to become a B-certified centre. Through the
two repositories, CLARIN-IT offers a variety of resources and services, such as MERLIN, which is
a multilingual learner corpus for German, Italian and Czech, and SIMPLE, which is a multi-layer

lexicon of Italian based on the Generative Lexicon Theory. There are also several natural language

Introduction

Written by Monica Monachini and Valeria Quochi

processing and analysis tools, many of which are offered as web services and integrated into
Weblicht.

+ Add synony
+ Add fench tansiation The Italian consortium focuses on the field of Digital Classics, which still suffers from shortage
+ Add english translation

o . or restricted availability of lexical resources for historical languages such as Ancient Greek,

correspondence,

Latin or Sanskrit. To this end, the consortium aims to make some of the existing digitized
fintic dest

resources for Ancient Greek and Latin available through its repositories (e.g. an LOD version of

the TEI-dict Perseus Liddell-Scott Jones dictionary), as well as to create new ones by enriching
existing corpora and lexical datasets with Linked Open Data. CLARIN-IT also specializes in the

The Italian CLARIN consortium, CLARIN-IT, has been
research of non-standard forms of language as found in learner corpora and computer-mediated

amember of CLARIN ERIC since October 2015. S
The Italian National Coordinator is Monica Monachini. communication. Moreover, CLARIN-IT focuses on oral archives which are at the crossroads of

The consortium comprises five full members: ‘ speech sciences, digital humanities and digital heritage.

.

- the Institute for Computational Linguistics “A. Zampolli”, which is the founding
and coordinating node of CLARIN-IT (Monica Monachini); 4

- the Department of Education, Human Sciences and Intercultural
Communication at the University of Siena (Silvia Calamai);

- the Centre for Comparative Studies “I Deug-Su” at the Department of Philology
and Literary Criticism at the University of Siena (Francesco Vincenzo Stella);

- the Institute for Applied Linguistics at Eurac Research (Andrea Abel);

- Fondazione Bruno Kessler (FBK) (Sara Tonelli).

A number of other Italian institutions have expressed their interest in participating
in the consortium in the future, including the University of Pisa, the Scuola Normale
Superiore and the University of Parma. Professor Anika Nicolosi at the University of
Parma is currently involved with CLARIN-IT as an expert of Classics and Philology.
CLARIN-IT also closely cooperates with the Consortium GARR on technical issues,
in particular with the IDEM-GARR office that supports federated authentication in
CLARIN. Because of this cooperation, any member or participant of the IDEM-GARR
federation has access to the resources and services hosted in any CLARIN centre via Monica Monachini (second from the right) and some members of ILC4CLARIN:
their institutional credentials. Francesca Frontini, Fahad Khan, Andrea Bellandi, and Federico Boschetti
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Some consortium members are involved in international infrastructural projects
aiming to strengthen the cohesion of research across a number of related fields
associated with the humanities, such as PARTHENOS (language studies and

cultural heritage), ELEXIS (e-lexicography) and the recently established SSHOC
project (European open cloud ecosystem of data and tools for social sciences and
humanities). They are also active in standardization initiatives, such as 1ISO, TEI, W3,
and international academic organizations and networks, such as Learner Corpus
Association, Special Interest Groups on CMC and the COST Action European Network

for Combining Language Learning with Crowdsourcing Techniques.

Valeria Quochi
(CLARIN-IT User
Involvement Manager)
and Alessandro Enea
(ILC4CLARIN Technical
Manager)

Paola Baroni

(CLARIN-IT Membership,

Web and Communication
Manager | ILC4CLARIN Web
and Communication Manager)
and Riccardo Del Gratta
(ILC4CLARIN Repository
Manager)

ERCC staff:

Egon W. Stemle,
Lionel Nicolas,
Andrea Abel,

Verena Lyding,

and Alexander Kénig

Tool | LexO: Where Lexicography
Meets the Semantic Web

Written by Andrea Bellandi, Monica Monachini and Fahad Khan

LexO is a collaborative web editor used for the creation and management of (multilingual) lexical
and terminological resources as linked data resources. The editor makes use of Semantic Web
technologies (which enrich web data with semantic information in order to make them machine-
readable) and the linked data publishing paradigm in order to ensure that lexical resources can be
more easily shared and reused by the scientific community. In particular, LexO offers the following

functionalities:

- It hides all the technical complexities related to markup languages, language formalities and
other technology issues, facilitating access to the Semantic Web technologies to non-expert
users who have not yet mastered Semantic Web-based standards and technologies, such as the
Resource Description Framework and the Web Ontology Language (OWL).

- It provides the possibility for a team of users, each one with his/her own role (lexicographers,
domain experts, scholars, etc.) to work on the same resource collaboratively.

« It adheres to international standards for representing lexica and ontologies in the Semantic W